# 论文（设计）选题目的、工作任务

## 选题目的

当下，随着人工智能（Artificial Intelligence, AI）的飞速发展，多智能体强化学习（Multi-Agent Reinforcement Learning, MARL）逐步成为研究者们关注的热点。在现实的应用场景中，通常同时存在多个决策个体，因此，MARL方法对于构建在现实场景中更智能的智能体有着极其重要的意义。

然而，当前的多智能体强化学习方法仍然面临着多智能体环境中随机性过大的挑战。多智能体环境中的随机性主要来源于两个方面：第一，由于环境的随机性，智能体们在特定状态做出特定动作的情况下，从环境中获得的奖励可能是随机的；第二，由于环境中存在多个智能体，单个智能体获得的奖励很可能是由其它智能体的行为带来的，因此，对于单个智能体来说，获得的奖励是随机的。现有的MARL方法主要基于时序差分（Temporal Difference, TD）学习方法对智能体获得的回报的均值进行建模。然而，对均值的建模无法描述多智能体环境中的随机性，也就无法解决多智能体环境中随机性过大的挑战。

本文旨在通过一种级联时序差分（Cascaded Temporal Difference, CTD）方法对智能体获得的回报的均值和方差进行建模，从而精确地描述智能体可以获得的奖励的情况；通过价值分解网络（Value Decomposition Networks, VDNs）将CTD方法应用到多智能体环境中，从而让多智能体环境中的每个智能体可以预测将获得的回报的均值和方差，让多智能体系统拥有建模环境中随机性的能力。

## 2、工作任务

1、对CTD的公式进行推导。

2、将CTD的公式扩展到深度神经网络的情况。

3、将基于深度神经网络的CTD扩展到多智能体的情况。

4、完成整体公式推导以及代码编写。

5、构建多个多智能体强化学习环境，对提出的算法进行测试。

6、完成相关文档的编写。
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# 三、论文（设计）完成计划（含时间进度）

1. 2024.10.15-2024.11.25： 文献阅读、调研

2. 2024.11.25-2024.12.20： 完成开题报告

3. 2024.12.20-2025.02.01： 完成理论公式推导

4. 2025.02.01-2025.03.20： 完成程序编写、算法训练和测试

5. 2025.03.20-2025.04.15： 完成毕业论文初稿撰写

6. 2025.04.15-2025.05.01： 完成毕业论文修改

7. 2025.05.01-2025.05.06： 完成毕业论文定稿